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REVISED UG SYLLABUS UNDER CBCS
(lmplemented from Academic Y ear 2020-21)

PROGRAMME: FOUR YEAR B.Sc..

Domain Subiect : STATISTICS

Skill Enhancement Courses (SECs) for Semester V, from 2022-23
(Syllabus-Curriculum)

Structure of SECs for Semester - V
(To choose one pair from the three olternate poirs of SECr)

OR

OR

6C CS

3 25 75 3 50 2

rgression Analysis 25 75 3 50 2

Note-l:ForSemester-V,forthedomainsubject Statistics,anyoneofthethreepairsofSECsshall be
chosen courses6andT,i.e .,6A&7 Aor6B&7Bor6C&TC.Thepairshall notbe broken (ABC
allotment is random, not on any prioritybasis).

Note-2:OneofthemainobjectivesofSkillEnhancementCourses(SEC)istoinculcatefieldskills
related to the domain subject in students. The syllabus of SEC will be partially skill oriented.
Hence,teachersshallalsoimpartpracticaltrainingtostudentsonthefieldskillsembeddedinthe syllabus
citing related real fi eldsituations.
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FacilitiesrequiremenrsforuachingtheSkillEnhancementCoursesinStalislics:

Ail the 6 courses mentioned as Skill Enhancement Courses require a computer lab vith at

least20desktopsystemssinceeachstudenthastopracticethemethodologlandacquire

skills in producing output. This requires various softvare packages both standard (ike

Microsoft Excel, TORA/ LNDO/LINGO for Operations Research') as well as open-source

packages(ikeRandPython)rohandlesfuristicalanalysis.oncethesefacilitiesareprovided

andtraininggivenontheselines,theoutsoingstudents|hilllitintoskillorientedjobslike

business data analysts and Dota Scientists'
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Semester - wise Revised Syllabus under CBCS, 2020-21
Course Code

Four-year B.A./B.Sc.
Domain Subject: Statistics

Course 6A: OPERATIONS RESEARCII - I
(Skill Enhancement Course@lective), 05 Credits

Max.Marks: Theory :100 + Practicals: 50

Objective: The Objeaive of the paper is ,o introduce the basic concepls ot
Operational Research and linear programming lo the students.

Learningoutcomes:
After leaming this course, the student will be able

I . Toknow the scope of Operations Research

2. To link the OR techniques with business environment and life sciences

3. To convert real life problems into mathematical models

4. To find a solution to the problem in different cases

5. To inculcate logical thinking to find a solution to the problem
IJNIT-I

Introduction of OR * Origin and development of OR - Nature and features of OR -Scientific
Method in oR - Modeling in oR - Advantages and limitations of Models-General Solution

methods of OR models - Applications of Operation Research. Linear programming

problem(LPP) -Mathematical formulation oftheproblem - illustrations on Mathematical

formulation o{Linear programming of problem. Graphical solution of linear programming

problems. Some exceptional cases - Altemative solutions, Unbounded solutions, non-existing

feasible solutions by Graphical method.

T]NIT-II

3

General linear programming Problem(GlP) - Definition and Matrix form of GLP problem,

Slack variable, Surplus variable, unrestricted Variable, Standard form of LPP and Canonical

form of LPP. Definitions of Solution, Basic Solution, Degenerate Solution, Basic feasible

Solution and Optimum Basic Feasible Solution.Introduction to Simplex method and

Computational procedure of simplex algorithm. Solving LPP by Simplex

method(Maximization case and Minimization case)

UNIT-III

Artificial variable technique - Big-M method and Two-phase simplex method, Degeneracy in

' 'LPP."and . method to resolve degeneracy. Altemative solution, Unbounded solution, Non

existing feasible solution and Solution of simultaneous equations by Simplex method.



Duality in Linear Programming -Concept of duality .Definition of Primal and Dual Problems,

General rules for converting any primal into its Dual, Economic interpretation of duality,

Relation between the solution of Primal and Dual problem(statements only)' Using duality to

solve primal problem. Dual Simplex Method'

GassS.l: Linear Programming. Mc Graw Hill'
HadlvG :Linear programming' Addison-Wesley
i;#il. fu-,' bE;iioini [.t"u?.t', An lntrod uction : M ac M i I lan'

UNIT-V

Post Optimal Analysis- Changes in cost VectorC, Changes in the Requirement

Vector band changes in the Coefficient Matrix A' Structural Changes in a LPP'

Reference Books:

I . S.D. Sharma, Operations Research, Kedar Nath Ram Nath & Co' Meerut'

2. Kanti Swa.rp, i.K.Gupta, Manmohn, Operations Research' Sultan Chand and sons' New

Delhi.
if . Sf,ur.u, Operations Research and Application, Mc'Millan and Company' New Delhi'

UNIT-IV

PracticaUlab to be performed on a computer using OR/Statistical packages

l. To solve Linear Programming Problem using CraphicalMethod with

(D Unboundedsolution
(iD Infeasiblesolution
(iiD Altemativeormultiplesolutions'

2. Solution of LPP with simplexmethod'

3. ProblemsolvingusingChame's M-method'

4. ProblemsolvingusingTwoPhasemethod'
5. Illustration of foltowing special cases in LPP using Simplexmethod

4.
5

6.

)

u

(i) Unrestrictedvariables
(ii) Unboundedsolution

(iiD Infeasiblesolution

(iv) Altemativeormultiplesolutions'

6. Problems based on Principle of Duality'

7. Problems based on Dual simplexmethod'

8. Problems based on Post OptimalAnalysis'



Course Code:

LearningOutcomes:

After leaming this course, the student will be able
1. To solve the problems in logistics
2. To find a solution for the problems having space constraints
3. To minimize the total elapsed time in an industry by efficient allocation ofjobs to the

suitable persons.

4. To find a solution for an adequate usage ofhuman resources
5. To find the most plausible solutions in industries and agriculture when a random

environment exists.

UNIT -I

Transportation Problem- Introduction, Mathematical formulation of Transportation

problem.Definition of Initial Basic feasible solution of Transportation problem- North-West
corner rule, Lowest cost entry method, Vogel's approximation method. Method of finding
optimal solution-MODImethod(U-V method). Degeneracy in transportation problem, Resolution
of degeneracy, Unbalanced transportation problem. Maximization TP. Transshipment Problem.

UNIT-II

Assignment Problem -Introduction, Mathematical formulation of Assignment problem,
Reduction theorem(statement only), Hungarian Method for solving Assignment problem,
Unbalanced Assignment problem. The Traveling salesman problem, Formulation of Traveling
salesman problem as an Assignment problem and Solution procedure.

UNIT-III

Sequencing problem: lntroductionandassumptions of sequencing problem, Sequencing of n jobs
and one machine problem. Johnson's algorithm for n jobs and two machines problem- problems

. with ryjobs on two machines, Gantt chart,algorithm for n jobs on three machines problem-
problems with n- jobs on three machines, algorithm for n jobs on m machines problem, problems
with n-jobs on m-machines. Graphical method for two jobs on m- machines.

Semester - wise Revised Syllabus under CBCS, 2020-21

Four-year B.A./B.Sc.
Domain Subject: Statistics

Course 7A: OPERATIONS RESEARCH - II
(Skill Enhancement Course(Elective), 05 Credits

Max.Marks: Theory :100 + Practicals: 50

Objective: To enrich the knowledge of studen$ wilh advanced techniques of linear
programming problem along wilh real life applications.

.y



T]NIT-IV

Network Scheduling: Basic Components ofa networlq nodes and arcs' eventsand activities-

RulesofNetworkconstruction-Timecalculationsinnetworks-CriticalPath
method(CPM) and PERT.

I,]NIT-V

GameTheory:Two-personzero-sumgames.PureandMixedstrategies.MaxrninandMinimax
principles _ iaddle pointanditsexistence. Games without Saddle point-Mixed strategies.

Solution of 2 x 2 rectangular games' Graphical method of solving 2 x n and m x 2

games.Dominance Property. Matrix oddment method for n x n games' Only formulation

of Linear Programming Problem for m x n games'

Reference Books:

l. S.D. Sharma" Operations Research' Kedar Nath Ram Nath & Co' Meerut'

i. i*ti Swarup, i'.f.Gupta t{"r.ottn, Operations Research' Sultan Chand and sons' New

Delhi.
3.J.K.Sharma,operationsResearchandApplication,Mc.Millanandcompany,NewDelhi'
4. Gass: Linear Programming. Mc Craw Hill'.
S. Haaty :Linrar pro=gramming' Addison-Wesley' - .
O. f.f,u , Operations Research: An Introduction : Mac Millan'

7. DT.NVS Raju; Operations Research, SMS education'

Practicaulab to be performed on a computer using oR"/Statistical packages

l. IBFS of transportation problem by using North' West comer rule' Matrix

minimum method and VAM

2. Optimum solution to balanced and unbalanced transportation problems by MODI method

(both maximization and minimization cases)

3. Solution of Assignment problem using Hungarian method (both maximization and

minimization cases),

4. Solution of sequencing problem-processing of n jobs through two machines

5. Solution of sequ"ncinl problem- processing of n jobs through three machines

6. ToperformProjectschedulingofagivenproject(Deterministiccase-CPM)'
7. ToperformProject scheduling ofagivenproject(Probabilisticcase-PERT)'

8. Graphical method of solving for m x 2 and 2 x n games'

9. Solution of m x n games by dominance rule'

10. Solution of n x n games by using matrix oddment method'

I l. Linear programming method for solving m x n games'
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Semester - wise Revised Syllabus under CBCS, 2020-21
Course Code:

Four-year B.A./B.Sc.
Domain Subject: Statistics

Course 68: Statistical Process and Quality Control
(Skill Enhancement Course(Elective), 05 Credits

Max.Marks: Theory : 100 + Practicals: 50

Course Objectives: To understand the concept of quality, process control and product control

using control chart techniques and sampling inspection plan. To have an idea about quality

management, quality circles, quality movement and standardizations for quality.

LearningOutcomes:
After leaming this course, the student will be able

l. To define'quality' in a scientific way

2. To differentiate between process control and product control

3. To speak about quality awareness in industry

4. To pave a path to an industry to meet the standards

5. To effectively implement various plans to control the quality standards at various stages

ofan industry.
Unit I

Meaning of quality, concept of total quality management (TQM) and six-signa' ISO'

comparison between TQM and Six Sigma, Meaning and purpose of statistical Quality control

(SQC), Seven Process Control Tools of Statistical Quality Control (SaC) O Histogram (ii)

check Sheet, (iii) Pareto Diagram (iv) cause and effect diagram(cED), (v) Defect concentration

diagram (vi) Scatter Diagram (vii) Control chart. (Only introduction of7 tools is expected).

Unit II
Statistical basis of Shewhart control charts, use of control charts. Interpretation ofcontrol charts,

Control limits, Natural tolerance limits and specification limits. Chance causes and assignable

causes of variation, justification for the use of 3-sigma limits for normal distribution, Criteria for

detecting lack of control situations:
(i) At least one point outside the control limits
(ii) A run ofseven or more points above or below central line.

UNit III
Control charts for Variables: Introduction and Construction of X and R chart and Standard

Deviation Chart when standards are specified and unspecified, corrective action if the process is

out of statistical control.

control charts for Attributes: Introduction and construction ofp chart, np chart, c chart and

U charts when standards are specified and unspecified, corrective action if the proc€ss is out of
statistical control.

7



Unit IV

Acceptance Sampling for Attributes: lntroduction, Concept of sampling inspection plan'

Co.pa.i,onbetweerrl00%inspectionandsamplinginspection.Proceduresofacceptance
sampling with rectification, Single sampling plan and double sampling plan'

producer,s risk and Conrurn"ri rislq operating characteristic (OC) curve, Acceptable Quality

Level (AQL), Lot Tolerance Fraction Defective (LTFD) and Lot Tolerance Percent Defective

(LTPDj, Average Outgoing Quality (AOQ) and Average Outgoing Quality Limit (AOQL)' AOQ

"u*", 
eu"rug. Sample Number (ASN), Average Total Inspection (ATl)'

Unit V

Single Sampling Plan: Computation of probability of acceptance using Binomial and Poisson

uppio*i.ution, of AoQ and ATL Graphical determination of AoQL, Determination of a single

sampling plan by: a) lot quality approach b) average quality approach'

oouite sampting plan: Evaiuaii,on of probability of acceptance using Poisson distribution,

Stmcture of oc curve, Derivation of AoQ, ASN and ATI (with complete inspection of second

sample), Graphical determination of AOQL, Comparison of single sampling plan and double

sample plan.

Text Books:
1'Montgomery,D.C.(2008):StatisticalQualityControl,6eEdn.,Johnwiley,NewYork.
2. Parimal Mukhopadhyay: Applied Statistics, New Central Book Agency'

3. Goon A.M., Gupta wi.i, uoa n"t Gupta B' (1986): Fundamentals of Statistics' Vol' II'

World Press, Calcutta.
4.S.C.Guptaandv.K.Kapoor:FundamentalsofAppliedstatistics_Chandpublications.

References:
l. RC' Gupta: Statistical Quality Control'

2.DuncanAJ.(1974):QualityControlandlndustrialStatistics,fourtheditionD.B.
Taraporewala Sons and Co' hit' Ltd', Mumbai'

3.Grant,E.L.andLeavenworth(1980):StatisticalQualityControl'fifthedition'Mc-
Graw Hill, New Delhi'

Practicaulab to be performed on a computer using Statistical packages

l. Construction of.f,and R Charts'

2. Construction of Xand o Charts'

3. Construction ofp Charts for fixed sample size'

4. Construction of p Charts for variable sample size'

5. Construction of nP Charts'

6. Construction of C charts'

7. Construction of U charts'

S.Singlesamplingplanforattributes(OCCurve'Producer'sandConsumer'srisks'AOQ'
AOQL, ATD.

9. Determination of single sampling plan by: a) lot quality approach b) average quality

approach.
10.;lJub[;r-pling plan for attributes (oC curve' AoQ' AOQL' ATI' ASN us

distribution). Dr, G.S. cEvASEn[A"i.ti.,.' .' ri 1t "'ti65 1344Y\L--
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Semester - wise Revised Syllabus under CBCS' 2020-21

Four-Year B'A'/B'Sc'
Domain Subject: Statistics - -

Course 7B: Colnp-utulioont fichnioues and R Programmtng

(Skill Enhancement course(dlective)' 05 Credits

'" N;;.'M;;k;'-iheorv :100 + Practicals: 50

Course Objectives: To learn the statistical analysis with the help of the statistical software R

LearningOutcomes:"oif,. 
i""?"-i"g ,t is course the student will be able

^"i.*il;;;ti;nd the basic functioning of a computer

2. Acquire skills in handlin!;;td* and orianizational data using Excel

i. p".ior. simple analytics using Excel

4. Understand the power of R programming- language

S. ffunaf" rutious statistical issues usinB RlanBuaBe

Computer basics: Basic applications of computer' components of computer system' Central

Processing Unit (CPU), input una output units' computer memory and mass storage devices'

Programming languages -u il;;o'il;;""'' 
'c"*"p' 

of files and folders' Software and tvpes

oirit*rr". bp"iating System like Windows and Linux'
Unit II

Data processing using spreadsheets - Data entry and editing features in Excel' copy' paste' paste

special options, ,on una nrtt' o"p"t;"';;;;' steps,of frnding average and standard deviation

of data using statistical *"",i"ir.- "t""ix 
operations like transpose. multipty and inverse ustng

Excel functions. Si'pf" g'upt'' iitt i"t 
'f'un' 

fi* chart-and pie chart in Excel' Exporting Excel

""",*;;;;;Jpo""""" 
"'I"'*i-wo'a 

-a 'tia" 
p'esentations like Power Point'

Scatter diagram, fitting of straight line' polynomial.and Power curves using Excel - Reading R-

square value and equation i""i'i,r" 
"lit-'predicting_future 

values using'forecast' and'trend'

tunctions. Data Anatysis 
"P"o'*i-iit f""**' Performing Student's t-test and one-way

Analysis of Vari*t" u'ing oui;Analysis Pak' P-value and its interpretation'

Unit IV

Programming with R: Introduction to R' Data types in R (numeric' logical' character' complex

etc.), R objects: ""'"', 
t"iii' "t"'' 

ri"' a"o r'"'e' flctor' and time series' Arithmetic' logical

and relational operators, ;ilil;;;licit looping' tunctions and tunctional programming in

R, Lexical scoping rules r, ilu"*rn" "i 
Lexical scoping, other scoping rules, debugging facility

in R. Few important mathematical' statistical and graphical functions in R'

Course Code:

?



Unit V
Descriptive Statistics with R software:Calculations with R software such as descriptive statistics,

frequency distribution, Graphics and plots, statistical functions of central tendency, variation,

skewness and kurtosis and illustration with examples.

Suggested Books

L Chambers, J. (2008). Software for Data Analysis: Programming with R, Springer.

2. Crawley, M.J. (2017). The R Book, John Wiley & Sons.

3. Eckhouse, R.H. and Morris, L.R. (1975). Minicomputer Systems Organization,

Programming and Applications, Prentice-Hall.

4. Matloff, N. (201l). The Art of R Programming, No Starch Press, Inc.

5. Peter N. (1986). Inside the IBM PC, Prentice-Hall Press.

6. Dr. Mark Gardener(2012): Beginning R The statistical Programming Languages, John

Wiley & Sons.
7. K.V.s. Sarma (2010), Statistics Made Simple - Do it yourself on PC, 2nd Edition,

Prentice Hall India
8. Sudha G. Purohit, SharadD.Gore, and ShailajaR.Deshmukh (2008), Statistics Using R,

Narosa Publishing House, India.
9. Crawley, M.J. (2006). Statistics - An introduction using R. John Wiley London.

10. Purohit, S.G., Deshmukh, S.R. and Gore, S.D., (2015): Statistics using R, Alpha Science

Intemational.

11. Verzani, J., (2018): Using R for introductory statistics. CRC press.

12. Schumacker, R.E., (2014): Leaming statistics using R. Sage Publications.

13. Michale J. Crawley (2009), THE R BOOK, John Wiley & Sons'

PrecticaULab to be performed on a computer using R Software
L Construction ofBar Chart and Pie Chart using Excel

2. Fitting of straight-line using Excel

3. Calculating Matrix Inverse using Excel

4. One way ANOVA using Excel

5. Data visualization using R - frequency polygon, Ogives, Histogram.

6. Data visualization using R - simple and multiple bar diagram, pie chart.

7. Computation of Descriptive Statistics using R - Central Tendencies, Dispersions,

Moments, Skewness and Kurtosis.

8. Computation of Karl Pearson's Coefficient of Correlation and Rank Conelation using R.

9. Construction of Control Charts for variables (X, R and o) charts using R'

10. Construction of Control Charts for attributes (p, np charts with fixed and varying sample

sizes) using R.

ll. Construction ofControl Charts using R - C and U charts.
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Semester - wise Revised Syllabus under CBCS' 2020-21

estimators,
Tests and

Course Code:

R square

solutions of

Learning Outcomes:

rhecoursegnelnol{:":llffiLl,lJ,ti"#i}ffi ,T,,":"'J::Iffi ',,ffi;fJ'*f, 'Ti"f;
relevant analyses to economlc

understand

1. various important econometric models and relevant model building concepts ln

Four-Year B'A'/B'Sc'
Domain Subject: Statistics

cou.." ic' ECbNoMETRrcs
(skill E";;;;;;t-Course(etective)' 

05 credits
t""*ri.'ni*-r.t, 

rheory :100 + Practicals: 50

econometrics 
:stimation of inherent model parameters

2. senerar rinear moders ""0 i'#;il;;,.q,"""". *a,"r::":il[::illl,"i"li!l',..,u,,"",,o
3. irulticollinearity' its detect 

of s.eneralised least squares
4' some advanced. il::l:t"d":,ril*v"i"r *a'"i"g 

"utocorrelation'consequences' dett"t':l^1;'h;;;l'on""po 
including its consequences'

5. heteroscedasticitY and tts t

;. r;;;l-^f*""tial aspecrs on heteroscedasticity'

?. practical aspects and 
"ut 

iu"iri'i"ution ofihe related problems'

Basic EconometricsNature of econometrics and economic data' concept of econometrics' steps

in empirical economic un"'"'''?o"n"'"itit -oatr' importance of measurement in economtcs'

the structure of econometrtc ;tT#;;;;n' poor"i "'o'1t""'ion' 
time series and paired

UNIT-I

UNIT.II
data.

ModelS and Estimations:Sim^ple regression models- two variable linear regression model'

]ll;"o,r"", ""a;;,i.",,""-i,l:.i,1ff:1*:,,:it"f*il*::i-;,:*;*'f'x';r"ilf' 
:l:

multiple conelations coelttc

piopertiet of ettimators' BLUEs'
UMT-III

Heteroscedastic disturbances:Tests of significance of

andANOVA.Conceptsand ton"Gnt"t of 
.heteroscedasticitY'

ffiioil;,t"iy.tpt"intution error' Errors of measurement'

I]NIT-IV

xJj:',iJl'J:il'*' 
" 
H"J::i,:ll":l l;'ilfi 

":TffiIft 

?:'"dil t[-"ff :lffi r:" T'ff ffi rfl:
(vlF) and tolerance, ro*u'j'?l'lnitarltjt;' ueflrJs oi reducing the influence of

multicollinearitY.

fi



UNIT - V

Autocorrelation: Disturbance term (u) in econometric models and its assumptions,

autocorrelated disturbances and their consequences on the model parameters, Detecting the

presence of autocorrelation - hypothesis tests for autocorrelation - Durbin Watson test and its

interpretation .

References:

1. Gujarati, D. and Sangeetha, S. (2007). Basic Econometrics, 4th Edition, McGraw Hill
Companies.

2. Johnston, J. (1972). Econometric Methods, 2nd Edition, McGraw Hill International.

3. Koutsoyiannis, A. (2004). Theory of Econometrics, 2nd Edition, Palgrave Macmillan
Limited.

4. Maddal4 G.S. and Lahiri, K. (2009): Introduction to Econometrics, 4th Edition, John

Wiley & Sons.

PracticaVlab to be performed on a computer using Statistical packages

l. Problems based on estimation of General linear model.

2. Testing ofparameters ofGeneral linear model.

3. Forecasting of General linear model.
4. Problems conceming specification errors.
5. Problems related to consequences of Multicollinearity.
6. Diagnostics of Multicollinearity.
7. Problems related to consequences of Autocorrelation (AR(l)).
8. Diagnostics of Autocorrelation.
9. Estimation of problems of General linear model under Autocorelation.
10. Problems related to consequences Heteroscedasticity.

I l. Diagnostics of Heteroscedasticity.
12. Estimation of problems ofGeneral linear model under Heteroscedastic distance terms.
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Semester - wise Revised Syllabus under CBCS' 2020-21
Course Code:

Four-Year B'A'/B'Sc'
Domain 

-Subject: 
Statistics

couo""7[,ngCnf SSIOX ANALYSIS

, * ;H"h;;.;;;t Course(Elective)' 05 C reditst"il;. il;il;ilLorY :loo + Practicals: 5o

Learning Outcomes:

llnit-IV

Regressions with Qualiutive Dependent Y-*j"bl"t' ..::11q"'",f;:tffit*'it"t'':',3[] il:tTl
,,ffimj"l^+ni::*r,1ru,:.11,'!111X!f,','i;!:3"Ji:if;.";';.p.ii' "'a 

r"uit moders

and their aPPlications'

/3

After leaming this course the student will be able

1. To know about regression techniques, which are p_owerful toors in statistics,

;. i; ;; idta of iin"" and Multiple Linear regressron'

3. To learn ubou, ."g."r.,1i';:";il;;,;";tdual ilots.for visualization

4. To perform statistical tJ'o"J"rlvprlth"'es on regression coeflicients'

L i" I*iv ir,'" "*"1:-'.1i[o#?,:f,tliffi$#ffJand dependent variabres bv dummv

6. To leam the regresstol

variable technique'

?. i;'ffi;h; sellction of the best regression model'

Unit I
Simole Linear Regression:Simple Linear n#"jon' Model' Least-Squares Estimation of the

iu,u*",",. - Estimation "f d;'il; p'"in"p"*i"' "r T*:*f:Jff:::::tttl5;ln:'-:;:!:ilil:i;i:lrytl'"',llJ,Tli:i,:i#;":l:n""'"
Significance of Regresston ?"-""-'t 

Unit Il Model.

Multiple Linear Resession:Multiple rin'ui'-'"sies'ion-'tututt''"f ,il"il,}:ffi1'iool*"'tnt''
;''ii;";;"""';i- '"odi 

parameter':Least-Squares o"'ii;1:r.';,.'-n".ii""r 
plots' rest ror

i##j*.f ;,;,1,;n:*ru.,:#U:h:':L::oi"i'J;'J;:''"o"ni'i"ni'concep'lor
co-effi cient o f determination'

Unit III
Resressions with Quatitative ma"p"nAtnJ Vtiuiles:Use of dummy variables to handle

"utZgo,i"ut 
independent'"ilur* i"""t'"*':"'E'::T:t]"1;i#:::'rlrffi ffiI:"il'$"JISI

;:;f;i;;-: i"Jng o" structural stabilitv or resresston

regression model'' rtr'f tiprt ii"Jut-r gtt"ion *ith interaction effects'



Unit-V
Best Model:Selecting 'Best' regression model. All possible regressions - R2, Adjusted R2,

MSno, Mallow's statistic. Sequential selection of variables - criteria for including and

eliminating a variable - forward selection, backward elimination and stepwise regression.

References:

1. Douglas C. Montgomery, Elizabeth A. Peck, G. Geoffrey Vining (2012), Introduction To

Linear Regression Analysis, Fifth Edition, John Wiley & Sons

2. Draper, NlR. and Smith, H. (1998). Applied Regression Analysis. 3'd Edition. John

Wiley.
3. Hosmer, D. W., Lemeshow, S. and Sturdivant R.X. (2013)' Applied Logistic Regression,

Wiley Blackwell.
4. Montgomery, D. C., Peck, E. A. and Vining, G. G. (2013). Introduction to Linear

Regreision Analysis. 5n Edition. wiley.
5. Neter, J., Kutner, M. H., Nachtsheim, C.J. and Wasserman, W. (1996). Applied Linear
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Practical/Lab to be performed on a computer using Statistical packages

I
2
)
4
5

6
7
8

9

Least Squares estimates of slope and intercept
Plotting of two Regression Lines
Finding R-square value of Linear Models
Student's t-test for regression coefficient
ANOVA for Multiple Linear Regression model

Selecting best regrission model by R2

Selecting best regression model by Adjusted R'
Selecting best regression mode
Selecting best regression mode

10. Selecting best regression mode
I l. Selecting best regression mode

MSn",
Mallow's statistic
forward selection
backward elimination.
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